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Human Factors in Incident Investigation and Analysis

ABSTRACT

Studies of offshore and maritime incidents (accidents and near-misses) show that 80% or more
involve human error. By investigating incidents, we can identify safety problems and take
corrective actions to prevent future such events. While many offshore and maritime companies
have incident investigation programs in place, most fall short in identifying and dealing with
human errors. This paper discusses how to incorporate human factors into an incident
investigation program. Topics include data collection and analysis and how to determine the
types of safety interventions appropriate to safeguard against the identified risks. Examples are
provided from three organizations that have established their own human factors investigation
programs.

DISCLAIMER

This document is disseminated under the sponsorship of the Department of Transportation in
the interest of information exchange. The United States Government assumes no liability for its
contents or use thereof. The United States Government does not endorse products or
manufacturers. Trade or manufacturers’ names appear herein solely because they are
considered essential to the object of this report. This report does not constitute a standard,
specification, or regulation.
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HUMAN FACTORS IN INCIDENT INVESTIGATION AND ANALYSIS

1.0 INTRODUCTION

Traditionally, incident investigation has focused on hardware issues, such as material failures
and equipment malfunctions. In the last fifteen years or so, it has become increasingly evident
that human factors, rather than hardware factors, are responsible for most of the precursors to
incidents. While many offshore and maritime companies have incident investigation programs
in place, most consider human contributions to incidents only in a superficial way, if at all. The
purpose of this paper is to help offshore and maritime companies incorporate human factors
into their incident investigation programs so that they can identify human causes of incidents
and determine effective safety interventions to prevent such incidents in the future.

1.1 Why Study Incidents?

An *“accident” is defined as “an unplanned event or sequence of events that results in
undesirable consequences” (Center for Chemical Process Safety, 1992, p.327). Accidents
represent the proverbial “tip of the iceberg”. It has been estimated that for every accident, there
are about 600 near-misses! (Det Norske Veritas, 1995; Ferguson & Landsburg, 1998; Bea,
Holdsworth, & Smith, 1997). Essentially, a near-miss is an accident that almost happened.
Near-misses and accidents have the same causes, so studying near-misses can help us
understand safety problems and make corrective changes before an accident takes place. In
addition, since near-misses do not result in full-blown casualties, studying near-misses can help
us learn how to develop early-warning systems to detect when conditions have become “non-
normal” and also show us what steps were taken that avoided the accident.

Incident® investigation and analysis — that is, the study of accidents and near-misses — is
squarely in line with the intent of the International Safety Management (ISM) Code. ISM
requires that a company provide for a safe work environment and safe practices in maritime
operations and establish safeguards against all identified risks. Incident investigation helps the
company to identify its risks and to understand the underlying causes of incidents. This in turn
helps the company develop safe work practices.

! A “near-miss” is defined as “an extraordinary event that could reasonably have resulted in a negative
consequence under slightly different circumstances, but actually did not” (Center for Chemical Process
Safety, 1992, p. 329).

2 An “incident” is defined as including “all accidents and all near-miss events that did or could cause
injury, or loss of or damage to property or the environment" (Center for Chemical Process Safety, 1992,

p. 1).
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This paper will help you to learn about human error and how it contributes to virtually every
incident. This paper will also show you how to establish a human factors incident investigation
program in your company and how to analyze the data collected so that you can learn from
incidents and identify how to improve your policies and work practices to achieve a higher level
of safety. Examples are provided from three different organizations that have established their
own human factors investigation programs, sharing “lessons learned” and how the program has
benefited them.

1.2 Background from the 1996 International Workshop on Human Factors in Offshore
Operations

Studies of accidents and other incidents on offshore platforms have indicated that the vast
majority of these accidents involve human error. In fact, about 80% do, and a further 80% of
these occur during operations (Bea, Holdsworth, & Smith, 1997). The need to understand and
control these human errors led to the assemblage of the 1996 International Workshop on
Human Factors in Offshore Operations. The 1996 Workshop took a broad look at how Human
Factors — often called Human and Organizational Factors to underscore the fact that most of
these errors occur not within the span of control of the frontline operator, but are caused instead
by decisions, policies, and operating procedures handed down by higher levels of the
organization — affect every aspect of the offshore industry, from the design and fabrication of
offshore production facilities, to field operations and maintenance, to management systems for
improving safety and productivity. That Workshop laid the groundwork for the current
workshop, which is delving into more detail on a number of human factors issues, including
incident investigation and analysis.

The 1996 Workshop provided some good background material on human error (Bea,
Holdsworth, & Smith, 1997; Card, 1997; Wenk, 1997), and even provided some tools that can
be employed for incident investigation (Bea, 1997; Howard, et al., 1997; Kirwan, 1997; Moore,
et al., 1997; Scient, Gordon, et al., 1997); these papers are heartily commended to the
interested reader. The present paper goes into more detail on these topics and focuses the
discussions on: the understanding of how human errors arise and contribute to incidents; a
specific set of tools for representing the events and causes of an incident; dissecting out the
different levels of human error; analyzing incident data; and using the human error model to
select the most effective safety interventions. In short, this paper attempts to provide the reader
with a “soup to nuts” examination of how to build a successful human factors incident
investigation program.

1.3 The Typical Offshore Incident System and How Human Factors Data Can Enrich It

Thanks, in part, to OSHA and EPA regulations on Process Safety and Risk Management (e.g.,
29 CFR 1910.119 and 40 CFR Part 68) and to the International Safety Management Code,
many offshore and maritime companies already have an incident investigation program in place.
These programs often follow well-grounded investigative practices, providing investigation team
members with training in the basics of incident investigation, gathering and documenting
evidence, and interviewing techniques. Many of these companies also keep an incident

Working Group 1 - HFW2002 Page 2 of 141 Houston, Texas



Human Factors in Incident Investigation and Analysis

database and may do frequency and trending analysis. In short, they have many of the
elements of a good incident investigation program already in place. However, where most of
these programs fall short is in the areas of identifying human factors causes and determining
how best to correct these problems.

While a number of companies attempt to consider “operator errors” during incident
investigations, these operator errors represent only the tip of the human factors iceberg. As
described in more detail in Section 2, most human factors causes originate further up the
organizational chain, taking the form of poor management decisions, inadequate staffing,
inadequate training, poor workplace design, etc. Simply identifying the “mistake” an operator
made, and not “drilling down” to identify the underlying, organizational causes of that mistake,
will not help to prevent reoccurrences of the incident. Because most offshore incident
investigation programs do not have a thorough process for identifying the many types of human
error, and the various levels of the organizations from which such errors originate, they lack the
tools with which to make effective, human error-reducing, and thus incident-reducing, changes.

The remainder of this paper will provide the tools to understand, investigate for, and
productively solve human error causes of incidents:

*« Section 2 will describe what human error is and how it causes incidents; it will also
discuss some of the most pervasive types of human error in the maritime and offshore
industries.

e Section 3 outlines the keys to building a successful human factors incident investigation
and analysis program. It will describe in detail the concept of an organization’s “layers of
system defenses” against catastrophic events, and how a weakening of these system
defenses can result in incidents.

e Section 4 presents the Human Factors Analysis and Classification System (HFACS) — a
simple to understand and use system for categorizing the types of human errors at each
layer of system defense. HFACS has been used successfully in military and other
industrial applications, and is compatible with maritime and offshore needs.

e Section 5 walks you through the analysis of an incident. It introduces Events and
Causal Factors Charting, a method which first determines the events which occurred in
the evolving incident (similar to a timeline analysis), and then considers the contributing
causes to each event. The combination of Events and Causal Factors Charting,
followed by an HFACS analysis of the causes, provides a powerful tools for ferreting out
the underlying human error contributions to an incident.

» Data analysis is the topic of Section 6. Several different approaches are introduced,
allowing companies to go well beyond the simple frequency and trend analysis in
common usage today. Proactive, thoughtful data analysis is key to a company’'s
awareness of safety issues and their probable underlying causes.

« Finding effective safety solutions is discussed in Section 7. This section takes you from
the results of your HFACS and data analyses, through focused information-gathering on
safety problems, to crafting effective interventions. The “triangle of effectiveness” is a
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tool that will help you to find the most effective human factors interventions and safety
solutions.

e Section 8 presents the “lessons learned” and “success stories” from three organizations
now involved in human factors incident investigation and analysis. Their experiences
can give you a head start with your own program.

e Section 9 wraps up the paper with a summary of the most important points discussed.

« The Appendices provide you with sample human factors-related questions to ask during
an investigation, additional examples of human factors incident investigation
classification schemes, database elements to capture the non-human factors relevant to
an investigation, and specific data elements that can help to identify and understand
three of the most prevalent types of human error in maritime/offshore accidents: fatigue,
inadequate communications, and limitations in skill and knowledge.

When a focus on human error is incorporated into your existing incident investigation, analysis,
and intervention program (as in Fig. 1), it can produce great benefits for your company,
including fewer incidents, fewer lost-time accidents, improved employee morale, greater
productivity, and an overall improvement to the bottom line.
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Incident Investigation Process

The Team Leader is responsible for everything . . . Scheduling,
Assigning Team Member Responsibilities, Leading the
Brainstorming Activities, Completing the Investigation Report
and Informing Affected
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Figure 1. Incident Investigation Process.
(modified from Franklyn, 2000)
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2.0 HUMAN ERROR®

Over the last 40 years or so, the shipping industry has focused on improving the structure of
ships and platforms and improving the reliability of equipment systems in order to reduce
casualties and increase efficiency and productivity. Today’s maritime and offshore systems are
technologically advanced and highly reliable. Yet, the maritime casualty rate is still high. The
reason for this is because ship/offshore structure and system reliability are a relatively small
part of the safety equation. The maritime system is a people system, and human errors figure
prominently in casualty situations. About 75-96% of marine casualties are caused, at least in
part, by some form of human error. Studies have shown that human error contributes to:

* 84-88% of tanker accidents (Transportation Safety Board of Canada, 1994)
e 79% of towing vessel groundings (Cormier, 1994)

e 89-96% of collisions (Bryant, 1991; U.K. P&l Club, 1992)

* 75% of allisions (Bryant, 1991)

* 75% of fires and explosions (Bryant, 1991)

Therefore, if we want to make greater strides towards reducing marine casualties, we must
begin to focus on the types of human errors that cause casualties.

One way to identify the types of human errors relevant to the maritime and offshore industries is
to study incidents and determine how they happen. Chairman Jim Hall of the National
Transportation Safety Board (NTSB) has said that accidents can be viewed as very successful
events. What Chairman Hall means by “successful” is that it is actually difficult to create an
accident (thank goodness!). Accidents are not usually caused by a single failure or mistake, but
by the confluence of a whole series, or chain, of errors. In looking at how accidents happen, it
is usually possible to trace the development of an accident through a number of discrete events.

A Dutch study of 100 marine casualties (Wagenaar & Groeneweg, 1987) found that the number
of causes per accident ranged from 7 to 58, with a median of 23*. Minor things go wrong or little
mistakes are made which, in and of themselves, may seem innocuous. However, sometimes
when these seemingly minor events converge, the result is a casualty. In the study, human
error was found to contribute to 96 of the 100 accidents. In 93 of the accidents, multiple human
errors were made, usually by two or more people, each of whom made about two errors apiece.
But here is the most important point: every human error that was made was determined to be a
necessary condition for the accident. That means that if just one of those human errors had not
occurred, the chain of events would have been broken, and the accident would not have
happened. Therefore, if we can find ways to prevent some of these human errors, or at least
increase the probability that such errors will be noticed and corrected, we can achieve greater
marine safety and fewer casualties.

® This section is taken from Rothblum (2000).
* This means that half the accidents had 7-23 causes and the other half of the accidents had 23-58
causes.
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2.1 Types of Human Error

What do we mean by “human error"? Human error is sometimes described as being one of the
following: an incorrect decision, an improperly performed action, or an improper lack of action
(inaction). Probably a better way to explain human error is to provide examples from two real
marine casualties.

The first example is the collision of the M/V SANTA CRUZ Il and the USCG Cutter
CUYAHOGA, which occurred on a clear, calm night on the Chesapeake Bay (Perrow, 1984).
Both vessels saw each other visually and on radar. So what could possibly go wrong? Well,
the CUYAHOGA turned in front of the SANTA CRUZ Il. In the collision that ensued, 11 Coast
Guardsmen lost their lives. What could have caused such a tragedy? Equipment
malfunctions? Severe currents? A buoy off-station? No, the sole cause was human error.

There were two primary errors that were made. The first was on the part of the CUYAHOGA's
captain: he misinterpreted the configuration of the running lights on the SANTA CRUZ II, and
thus misperceived its size and heading. When he ordered that fateful turn, he thought he was
well clear of the other vessel. The second error was on the part of the crew: they realized what
was happening, but failed to inform or question the captain. They figured the captain’s
perception of the situation was the same as their own, and that the captain must have had a
good reason to order the turn. So they just stood there and let it happen. Another type of
human error that may have contributed to the casualty was insufficient manning (notice that this
is not an error on the part of the captain or crew; rather, it is an error on the part of a
“management” decision-maker who determined the cutter's minimum crew size). The vessel
was undermanned, and the crew was overworked. Fatigue and excessive workload may have
contributed to the captain’s perceptual error and the crew’s unresponsiveness.

The second example is the grounding of the TORREY CANYON (Perrow, 1984). Again we
have clear, calm weather--this time it was a daylight transit of the English Channel. While
proceeding through the Scilly Islands, the ship ran aground, spilling 100,000 tons of oil.

At least four different human errors contributed to this incident. The first was economic
pressure, that is, the pressure to keep to schedule (pressure exerted on the master by
management). The TORREY CANYON was loaded with cargo and headed for its deep-water
terminal in Wales. The shipping agent had contacted the captain to warn him of decreasing
tides at Milford Haven, the entrance to the terminal. The captain knew that if he didn’t make the
next high tide, he might have to wait as much as five days before the water depth would be
sufficient for the ship to enter.
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This pressure to keep to schedule was exacerbated by a second factor: the captain’s vanity
about his ship’s appearance. He needed to transfer cargo in order to even out the ship’s draft.
He could have performed the transfer while underway, but that would have increased the
probability that he might spill a little oil on the decks and come into port with a “sloppy” ship. So
instead, he opted to rush to get past the Scillies and into Milford Haven in order to make the
transfer, thus increasing the pressure to make good time.

The third human error in this chain was another poor decision by the master. He decided, in
order to save time, to go through the Scilly Islands, instead of around them as originally
planned. He made this decision even though he did not have a copy of the Channel Pilot for
that area, and even though he was not very familiar with the area.

The final human error was an equipment design error (made by the equipment manufacturer).
The steering selector switch was in the wrong position: it had been left on autopilot.
Unfortunately, the design of the steering selector unit did not give any indication of its setting at
the helm. So when the captain ordered a turn into the western channel through the Scillies, the
helmsman dutifully turned the wheel, but nothing happened. By the time they figured out the
problem and got the steering selector back on “manual”, it was too late to make the turn, and
the TORREY CANYON ran aground.

As these two examples show, there are many different kinds of human error. It is important to
recognize that “human error” encompasses much more than what is commonly called “operator
error”. In order to understand what causes human error, we need to consider how humans work
within the maritime system.

2.2 The Maritime System: People, Technology, Environment, and Organizational
Factors

As was stated earlier, the maritime system is a people system (Fig. 2). People interact with
technology, the environment, and organizational factors. Sometimes the weak link is with the
people themselves; but more often the weak link is the way that technological, environmental, or
organizational factors influence the way people perform. Let’s look at each of these factors.
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Figure 2.  The Maritime System Is A Peopl/e System

First, the people. In the maritime system this could include the ship’s crew, pilots, dock
workers, Vessel Traffic Service operators, and others. The performance of these people will be
dependent on many traits, both innate and learned (Fig. 3). As human beings, we all have
certain abilities and limitations. For example, human beings are great at pattern discrimination
and recognition. There isn’'t a machine in the world that can interpret a radar screen as well as
a trained human being can. On the other hand, we are fairly limited in our memory capacity and
in our ability to calculate numbers quickly and accurately--machines can do a much better job.
In addition to these inborn characteristics, human performance is also influenced by the
knowledge and skills we have acquired, as well as by internal regulators such as motivation and

alertness.
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Figure 3. The Maritime System: People

The design of technology can have a big impact on how people perform (Fig. 4). For example,
people come in certain sizes and have limited strength. So when a piece of equipment meant
to be used outdoors is designed with data entry keys that are too small and too close together
to be operated by a gloved hand, or if a cutoff valve is positioned out of easy reach, these
designs will have a detrimental effect on performance. Automation is often designed without
much thought to the information that the user needs to access. Critical information is
sometimes either not displayed at all or else displayed in a manner which is not easy to
interpret. Such designs can lead to inadequate comprehension of the state of the system and
to poor decision making.
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Figure 4. The Maritime System: Effect of Technology on People

The environment affects performance, too (Fig. 5). By “environment” we are including not only
weather and other aspects of the physical work environment (such as lighting, noise, and
temperature), but also the regulatory and economic climates. The physical work environment
directly affects one’s ability to perform. For example, the human body performs best within a
fairly restricted temperature range. Performance will be degraded at temperatures outside that
range, and fail altogether in extreme temperatures. High sea states and ship vibrations can
affect locomotion and manual dexterity, as well as cause stress and fatigue. Tight economic
conditions can increase the probability of risk-taking (e.g., making schedule at all costs).

Finally, organizational factors, both crew organization and company policies, affect human
performance (Fig. 6). Crew size and training decisions directly affect crew workload and their
capabilities to perform safely and effectively. A strict hierarchical command structure can inhibit
effective teamwork, whereas free, interactive communications can enhance it. Work schedules
which do not provide the individual with regular and sufficient sleep time produce fatigue.
Company policies with respect to meeting schedules and working safely will directly influence
the degree of risk-taking behavior and operational safety.
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Figure 5. The Maritime System: Effect of Environment on People
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Figure 6. The Maritime System: Effect of Organization on People
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As you can see, while human errors are all too often blamed on “inattention” or “mistakes” on
the part of the operator, more often than not they are symptomatic of deeper and more
complicated problems in the total maritime system. Human errors are generally caused by
technologies, environments, and organizations which are incompatible in some way with optimal
human performance. These incompatible factors “set up” the human operator to make
mistakes. So what is to be done to solve this problem? Traditionally, management has tried
either to cajole or threaten its personnel into not making errors, as though proper motivation
could somehow overcome poorly designed management and equipment systems and inborn
human limitations. In other words, the human has been expected to adapt to the system. This
does not work. Instead, what needs to be done is to adapt the system to the human.

The discipline of human factors is devoted to understanding human capabilities and limitations,
and to applying this information to design equipment, work environments, procedures, and
policies that are compatible with human abilities. In this way we can design technology,
environments, and organizations which will work with people to enhance their performance,
instead of working against people and degrading their performance. This kind of human-
centered approach (that is, adapting the system to the human) has many benefits, including
increased efficiency and effectiveness, decreased errors and incidents, decreased training
costs, decreased personnel injuries and lost time, and increased morale.

2.3 Human Factors Issues in the Maritime Industry

What are some of the most important human factors challenges facing the maritime industry
today? A study by the U.S. Coast Guard (1995) found many areas where the industry can
improve safety and performance through the application of human factors principles. Below are
summaries of the “top ten” human factors areas that need to be improved in order to prevent
casualties.

2.3.1 Fatigue

The NTSB has identified fatigue to be an important cross-modal issue, being just as pertinent
and in need of improvement in the maritime industry as it is in the aviation, rail, and automotive
industries. Fatigue has been cited as the “number one” concern of mariners in two different
studies (Marine Transportation Research Board, 1976; National Research Council, 1990). It
was also the most frequently mentioned problem in a recent Coast Guard survey (U.S. Coast
Guard, 1995). A recent study has objectively substantiated these anecdotal fears: in a study of
critical vessel casualties® and personnel injuries, it was found that fatigue contributed to 16% of
the vessel casualties and to 33% of the injuries (McCallum, Raby, & Rothblum, 1996).

® A “critical” vessel casualty was defined as a vessel casualty in which there was significant damage to
the vessel or property, or in which the safety of the crew was at risk.
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2.3.2 Inadegquate Communications

Another area for improvement is communications--between shipmates, between masters and
pilots, ship-to-ship, and ship-to-VTS. An NTSB report (National Transportation Safety Board,
1981) stated that 70% of major marine collisions and allisions occurred while a State or federal
pilot was directing one or both vessels. Better procedures and training can be designed to
promote better communications and coordination on and between vessels. Bridge Resource
Management (BRM) is a first step towards improvement.

2.3.3 Inadequate General Technical Knowledge

In one study, this problem was responsible for 35% of casualties (Wagenaar & Groeneweg,
1987). The main contributor to this category was a lack of knowledge of the proper use of
technology, such as radar. Mariners often do not understand how the automation works or
under what set of operating conditions it was designed to work effectively. The unfortunate
result is that mariners sometimes make errors in using the equipment or depend on a piece of
equipment when they should be getting information from alternate sources.

2.3.4 Inadequate Knowledge of Own Ship Systems

A frequent contributing factor to marine casualties is inadequate knowledge of own ship
operations and equipment. Several studies and casualty reports have warned of the difficulties
encountered by crews and pilots who are constantly working on ships of different sizes, with
different equipment, and carrying different cargoes. The lack of ship-specific knowledge was
cited as a problem by 78% of the mariners surveyed (National Research Council, 1990). A
combination of better training, standardized equipment design, and an overhaul of the present
method of assigning crew to ships can help solve this problem.

2.3.5 Poor Design of Automation

One challenge is to improve the design of shipboard automation. Poor design pervades almost
all shipboard automation, leading to collisions from misinterpretation of radar displays, oil spills
from poorly designed overfill devices, and allisions due to poor design of bow thrusters. Poor
equipment design was cited as a causal factor in one-third of major marine casualties
(Wagenaar & Groeneweg, 1987). The “fix” is relatively simple: equipment designers need to
consider how a given piece of equipment will support the mariner’s task and how that piece of
equipment will fit into the entire equipment “suite” used by the mariner. Human factors
engineering methods and principles are in routine use in other industries to ensure human-
centered equipment design and evaluation. The maritime industry needs to follow suit.

2.3.6 Decisions Based on Inadequate Information

Mariners are charged with making navigation decisions based on all available information. Too
often, we have a tendency to rely on either a favored piece of equipment or our memory. Many
casualties result from the failure to consult available information (such as that from a radar or an
echo-sounder). In other cases, critical information may be lacking or incorrect, leading to
navigation errors (for example, bridge supports often are not marked, or buoys may be off-
station).
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2.3.7 Poor Judgement

Risky decisions can lead to accidents. This category contained actions that were not consistent
with prudent seamanship, such as passing too closely, excessive speed, and ignoring potential
risks.

2.3.8 Faulty Standards, Policies, or Practices

This is an oft-cited category and covers a variety of problems. Included in this category is the
lack of available, precise, written, and comprehensible operational procedures aboard ship (if
something goes wrong, and if a well-written manual is not immediately available, a correct and
timely response is much less likely). Other problems in this category include management
policies which encourage risk-taking (like pressure to meet schedules at all costs) and the lack
of consistent traffic rules from port to port.

2.3.9 Poor Maintenance

Published reports (Bryant, 1991; National Research Council, 1990) and survey results (US
Coast Guard, 1995) expressed concern regarding the poor maintenance of ships. Poor
maintenance can result in a dangerous work environment, lack of working backup systems, and
crew fatigue from the need to make emergency repairs. Poor maintenance is also a leading
cause of fires and explosions (Bryant, 1991).

2.3.10 Hazardous Natural Environment

The marine environment is not a forgiving one. Currents, winds, ice, and fog make for
treacherous working conditions. When we fail to incorporate these factors into the design of our
ships, platforms, and equipment, and when we fail to adjust our operations based on hazardous
environmental conditions, we are at greater risk for casualties.

These and other human errors underlie almost every maritime incident. By studying incidents to
understand their contributing causes, we can learn how to redesign our policies, procedures,
work environments, and equipment to be more compatible with our human users and, thus,
bring about improved safety and productivity. In the next sections we will discuss how to
develop a human factors incident investigation program for your company.

3.0 BUILDING A HUMAN FACTORS INCIDENT INVESTIGATION PROGRAM

A well-designed company safety program is multi-faceted. Health, Safety, and Environment
(HSE) management, risk assessment and management, behavior based safety management
(BBSM), quality programs, and project management all play a role in improving safety. A
careful Job Hazards Analysis (JHA) or Job Safety Analysis (JSA) can identify work hazards and
recommend redesigns of equipment and work procedures, as well as associated precautions
that can prevent accidents.
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Behavior based safety management and other related processes work hand-in-hand with
incident investigation to identify potential problems. Behavior based safety management is a
proactive process which examines the workplace to identify problems before an incident occurs,
while incident investigation is a reactive process which identifies workplace and procedural
hazards that caused an accident or near-miss. The data from both types of processes should
be used together to gain the most complete understanding of potential hazards. The fact that
both these processes can be used to prevent incidents was underscored by a fatal fall that
occurred at a construction site. Just prior to the accident, the company’'s BBSM data had
shown that personnel were not hooking up or using fall protection properly. The data also
identified several barriers to the safe behavior, including: lack of available hook up points; lack
of available fall protection in high hazard areas; lack of training on proper use of protective
equipment; unclear procedures; and discomfort associated with wearing harnesses. By
collecting these kinds of upstream indicators, a company can correct the situation before an
incident happens.

Unfortunately, we're not always able to foresee and prevent every type of incident that might
occur. This is what makes incident investigation an important part of the company’s overall
safety strategy. An incident investigation and analysis program is essential to understanding
the underlying, and sometimes hidden, causes of workplace incidents. Proper identification of
the true contributors to accidents allows a company to establish workable preventive measures.
This section discusses how to build a human factors incident investigation program.

Additional information and publications on human factors and incident investigation in the
offshore industry are offered on several web sites. The American Institute of Chemical
Engineers (http://www.aiche.org) offers two documents, “Guidelines for Investigating Chemical
Process Incidents” and “International Conference and Workshop of Process Industry Incidents”.
The U.K.'s Health and Safety Executive (http://www.open.gov.uk/hse/hsehome.htm) has the
publication “Human and Organisation Factors in Offshore Safety”. The International Association
of Oil and Gas Producers (http://www.ogp.org.uk) has a safety incident reporting system and
incident statistics.

3.1 Keys to a Successful Human Factors Incident Investigation Program

Before we jump into the details of how to investigate for human factors causes of incidents, it is
important to mention a few key factors which will encourage cooperation in incident
investigations and will promote good data quality. These key factors are: an open, fair,
improvement-seeking culture; an understanding of the purpose and scope of the incident
investigation program; training for investigators on human factors; a database classification
scheme (taxonomy) that supports the goals of the incident investigation program; a simple,
user-friendly way of entering incident data; and feedback to show how incident data have been
used to improve safety (Hill, Byers, & Rothblum, 1994).
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3.1.1 An Open, Fair, Improvement-Seeking Culture

The fundamental purpose of an incident investigation is to understand the circumstances and
causes of the incident with the aim of improving safety. We want to understand: what
happened; how it happened; why it happened; and, most importantly, what steps can be taken
to prevent it from happening again. Only by dispassionately analyzing the incident evolution in
detail and determining its underlying contributing factors can we design and implement effective
remedial actions. It is important to remember that we are not out to attribute blame: actions
taken solely to “blame and shame” generally do little to prevent similar incidents from occurring
in the future. This is because, as discussed in the previous section, most incidents are not the
“fault” of a given person; rather, they are indicative of deficiencies within the system.
Companies whose incident investigations focus on “finger-pointing” (i.e., identifying the person
who is supposedly “to blame” for the incident) short-circuit their ability to find and understand
the real causes of the incident. Only by analyzing and addressing the contributing factors — the
system deficiencies — that underpin the actions of those directly involved, can we make real
progress in reducing the frequency of incidents. Therefore, it is necessary to foster an open
and trusting environment where personnel feel free to discuss the evolution of an incident
without fear of unjust reprisal. If personnel know that the purpose of the investigation is to
identify how to improve safety, and that the investigation will lead to a fair and objective analysis
of the incident, they will be much more likely to participate in a candid interview. Without such a
supportive environment, involved individuals will be reluctant to cooperate in a full disclosure of
the events leading to an incident.

3.1.2 Common Understanding of the Purpose and Scope of the Incident Investigation
Program

The incident investigation program, and the database which supports it, should be constructed
to accomplish a well-defined purpose. Program managers need to agree on specific questions
the program — and, therefore, the incident database — will be expected to answer. For example,
a company might wish to focus on reducing maintenance incidents which result in lost time for
the employee. Such a program, and its database, would need information on the type of
maintenance activity being performed, the type of injury sustained (accident) or narrowly
avoided (near-miss), damage to equipment or workplace, lost time and money due to injury (or
potential loss, in the case of a near-miss), and causes of the of the (near-) injury (such as poor
standard operating procedures, insufficient lighting, undermanning, equipment defects,
inadequate task design, lack of safety policies, etc.). In contrast, a program focused on
preventing hazardous material spills/femissions could have a significantly different set of factors
of interest (such as type of hazmat, regulations violated, location and size of spill, fines and
clean-up costs; operational activities at time of spill; events and underlying causes leading to
the spill). The point here is that the goals of your incident investigation program must drive the
types of questions you will want to answer, which in turn dictate the types of data you will collect
during the investigations.
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A knowledge of the purpose of the database will guide the form the investigation takes and will
help in determining the appropriate resources to devote to the investigation. If certain causal
areas are known to be particularly important, effort will be concentrated in those areas.
Conversely, if the investigators do not understand the purpose of the program, they will shape
their investigations around their own biases and areas of expertise, rather than around the goals
of the program.

Clear guidance is needed for investigators to know what level of detail is sufficient, and what
resources are needed to properly fulfill the purpose of their investigations and thoroughly report
their findings. In the offshore industry this is often formalized through a “charter” which is
developed at the beginning of an incident investigation. The charter identifies the investigation
team, states the responsibilities of the team, its goals (e.g., to identify causes or to develop
recommendations), and a timeline for the investigation. The incident investigators, and all
personnel, must understand the program goals and how their input will help promote safety
improvements. Only then will the investigators know what types of data are important to collect,
and only then will employees understand why their active cooperation is important.

3.1.3 Appropriate Training for Incident Investigators

An incident investigation program rests on the abilities of its investigators. Incident investigation
does not come naturally: it must be trained. Investigators need background on how incidents
evolve and the myriad events and attributes which can cause or contribute to the severity of an
incident. They need to know how to ask appropriate questions, how to work with uncooperative
withesses, how to build an events and causal tree (or other tool to help guide the investigation).
And, of course, they need to understand the specific goals of the company’s incident
investigation program.

Human factors-related information is often overlooked even by seasoned investigators if they
have not been specifically trained to identify such data. While it is both natural and expected
that investigators will use their individual experiences and unique areas of expertise (e.g.,
engineering, navigation, drilling) when conducting investigations, some individuals may not
have an adequate perspective to search for or recognize human-related causes. A related
problem is that if a human factors element is not overlooked entirely, it is often oversimplified. A
single “obvious” human-related contributing factor may be identified, such as “inattention”,
without looking for the root cause (perhaps information overload, as a result of a poor display
design). As described earlier, many external factors (technology, organization, environment)
affect human performance, and it takes training for investigators to understand and recognize
these underlying contributors.

In the offshore industry, it is fairly common for a company to “charter” an incident investigation
team when an incident occurs. These ad hoc team members may include a combination of
workers, line supervisors, and managers. It is important to choose a team that will be fair,
unbiased, and objective. While team members are usually chosen because of their experience
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in the area where the incident occurred, they may have little or no background in either incident
investigation or human factors. If the team is going to be successful at identifying the
underlying causes of the incident, then at least some of the team members must have training
and experience in human factors incident investigation.

3.1.4 Incident Database Classification Scheme

The database classification scheme (taxonomy) must be directly linked to the purpose and
scope of the incident investigation program. The database elements must match the level of
detail that is needed to answer the safety-related questions upon which the program goals are
based. Too often an incident database is constructed in a haphazard way, with the program
managers trying to think up data elements without first determining the questions the database
is meant to answer. The sad result is a database of little value, which falls far short of
supporting safety improvements.

When it comes to human factors information, the database must be compatible with both the
program goals and the level of knowledge of the investigators. The terminology used in the
classification scheme must be well-defined and understood by the investigators. In some
cases, tools may be needed to help the investigator determine whether a given human factor is
related to the incident.

For example, the term “fatigue” is very hard to define — many of us carry our own beliefs (correct
or incorrect) as to what fatigue is and how it relates to safety. In order to obtain reliable and
valid data on fatigue, it may be useful to determine specific pieces of data the investigator would
collect and to provide an algorithm that would use these data to determine whether “fatigue”
played a role in the incident. An example of this is the Fatigue Index Score being used by the
U.S. Coast Guard (McCallum, Raby, & Rothblum, 1996; see App. G): investigators collect the
number of hours worked and slept in the twenty-four hours preceding the casualty and also
collect information on fatigue symptoms (e.g., difficulty concentrating, heavy eyelids, desire to
sit down). These data are put into an equation which tells the investigator whether fatigue is a
likely cause, and therefore whether a more extensive investigation needs to be done to
determine what contributed to the fatigue. When the classification scheme is based on well-
defined, quantifiable data, it increases the reliability and validity of the human factors causes
identified (e.g., fatigue), and, more importantly, it keeps the investigator focused on why the
human factors cause was present (e.g., insufficient sleep due to extended port operations).

A good database should also be adaptable to the changing needs of the organization. As the
organization learns lessons from the incident data, it is probable that additional items or levels
of detail will be desired from investigations, requiring a modification of the classification scheme
and database. One final note: while a classification scheme is extremely helpful for data
analysis, it can never capture the flavor of the incident. Narrative sections are crucial for a full
understanding of the evolution of the incidents and for capturing important information that just
does not fit into the taxonomy.
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3.1.5 Simple Data Entry

An incident database should reside on a computer system so that data analyses can be
performed. It is best to have the investigators enter their own incident data, as a clerk may
easily misread or misunderstand the investigator's notes. The user interface of the database
needs to be efficient and user-friendly in order to promote data validity and completeness.
Unfortunately, examples of poor user interfaces abound. Just as the classification scheme will
determine the data collected and reported, the computer interface will determine the quality of
the data entered. If a certain data field is required to be filled out, it will always be filled out,
even if the data entered are of questionable quality. When the computer interface is poorly
designed the system becomes an obstacle to be overcome, and effort will be focused on just
getting “something” into the system, rather than spending effort on the veracity and
completeness of the data entered (Hill, Byers, & Rothblum, 1994). A good incident database
must be simple to use, allowing investigators to enter all relevant data easily and completely,
and allowing them to skip data fields that do not pertain to the case.

3.1.6 Feedback on Results of the Incident Investigation Program

Nothing dulls an investigator’s enthusiasm more than to be working hard to capture useful data,
only to get the feeling that it's all going down some deep, dark hole. Feedback is crucial to a
successful incident investigation program. Investigators need to see the results of their work.
And all personnel need to know that the program is not just another “flash in the pan”, but
something to which management has an on-going commitment. Publish results of incident
analyses, make specific incidents the topic of safety meetings, use the results to start
discussions on how to improve safety, and let personnel know that the new policies going into
effect were based on lessons learned from incident investigations. When the use of the
incident database is made public, investigators will redouble their efforts to collect complete
data, and personnel will be more likely to cooperate in investigations.

3.2 Investigating for Human Factors Causes

Historically, companies and agencies that investigate incidents have overlooked human factors
causes almost entirely. Material deficiencies in incidents (for example, equipment malfunction
or a deficiency in the structural integrity of the vessel or platform) can normally be readily
identified (e.g., a shaft is broken or there’'s a hole in the hull). However, the real difficulty in
incident investigation is to answer why these deficiencies occurred, and the answer is usually
related to human behavior. For instance, the shaft may have broken because of company
management decisions, such as cutting back on maintenance, purchasing a less costly (and
less well-made) piece of equipment, or selecting less-experienced engineers. Or, the shaft may
have broken due to poor supervision of operations or maintenance, or due to an error made
during maintenance, or to someone who used the equipment outside its safe operating range.
Each of these underlying factors needs to be probed for why it happened, as well (e.g., did the
company cut back on maintenance to save money or to offload its minimally-manned crew?
was the equipment operated outside its range due to inexperience or willful violation by the
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operator?). Only after the investigator understands the true underlying cause(s) can meaningful
solutions be developed. In typical investigations, however, the why is often ignored.

Another problem with the way most investigations unfold is that individuals are usually targeted
for either “incompetence” or for “criminal negligence”. This is particularly true when the
investigator discovers that a given individual appeared to be responsible for the incident
because the individual: had fallen asleep on duty; was under the influence of alcohol or drugs
on duty; violated a regulation or standard operating procedure; appeared to be inattentive; or
made an inappropriate decision. While it is sometimes the case that an individual is
incompetent or negligent, the investigator should always look for contributing causes or other
factors underpinning such behavior. It is often the case that work policies, standard operating
procedures, and poorly designed jobs or equipment are at the core of the problem. Sanctioning
the individual will not solve the problem and only creates a culture of fear and secrecy.
Discovering the real reasons which underlie a given incident and working to solve the core
issues will engender trust and openness in the work culture and lead to real improvements in
safety.

3.3 How an Incident Evolves

There are usually multiple causes of an incident, with multiple people and events contributing to
its evolution. As mentioned in the Introduction, the accidents studied in detail by Wagenaar and
Groeneweg (1987) had anywhere from 7 to 58 distinct causes, with 50% of the cases having at
least 23 causes. We are often very good at identifying the error most immediately linked to an
incident. This is usually an error made by one of the people at the scene of the incident, such
as that made by the helmsman of the TORREY CANYON when he failed to take the ship off
automatic pilot in time to make the turn. We call these “active failures” because they represent
an action, inaction, or decision that is directly related to the incident. However, we are often not
as good at identifying other contributing causes, because many of these contributing causes
may have occurred days, months, or even years before the incident in question. We call these
“latent conditions”, because they are error-inducing states or situations that are lying dormant
until the proper set of conditions arise which expose their unsafe attributes. One of the latent
conditions in the TORREY CANYON incident was the poor design of the steering selector
switch: it gave no indication at the helm as to whether steering was set to “manual” or
“automatic”. An even more important latent error was management pressure on the master to
keep to schedule, for that sense of urgency underlay his poor decisions. In this way the human
operator is “set up” to make errors because the latent conditions make the system in which he
works error-inducing rather than error-avoiding.

James Reason (1990) offered a useful paradigm, often referred to as the “Swiss cheese model,”
that explains how the many types of contributing factors can converge, resulting in an incident®

® Reason’s work underscores the fact that “human errors” and “human factors” relate to the entire
system, not just to an individual operator. The International Ergonomics Association defines human
factors as being “concerned with the understanding of interactions among humans and other elements of
a system.” Further, it states that the area of human factors considers the design of “tasks, jobs,
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(Fig. 7). A company tries to promote safety and prevent catastrophic accidents by putting into
place layers of system defenses, depicted in the figure below as slices of Swiss cheese.
Essentially, “system defenses” refers to the safety-related decisions and actions of the entire
company: top management, the line supervisors, and the workers. The Organizational Factors
layer (slice) represents the defenses put into place by top management. This level of system
defenses might include a company culture which puts safety first, and management decisions
which reinforce safety by providing well-trained employees and well-designed equipment to do
the job. The second layer of defenses is the “Supervision” layer. This refers to the first-line
supervisor and his or her safety-consciousness as displayed by the operational decisions he or
she makes.

Trajectory of
Events

Organizational

Factors
Unsafe

Supervision

Marine

Preconditions Casualty

for Unsafe
Acts Unsafe
Acts

Figure 7.  An Accident in the Making
(after Reason, 1990, as adapted by Wiegmann & Shappell, 1999)

For example, a good supervisor will ensure that personnel receive the proper training and
mentoring, that work crews have the necessary skills and work well together, and that safety-
related procedures are used routinely. The actions and “fithess for duty” of the worker make up
the third layer of system defenses. In a safe system, the operator is physically and mentally
ready to perform and routinely adheres to safe operating practices and procedures.

products, environments and systems in order to make them compatible with the needs, abilities and
limitations of people.” It is crucial to understand that in a human factors incident investigation we are not
looking to identify a person “at fault”; instead, we are looking primarily for weaknesses in the links
between the human workers and other parts of the system, such as management policies, equipment
design, and work environment.
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These system defenses can slowly erode over time in response to economic pressures,
increasing demand for products and services, diminishing attention to promoting a safety
culture, and others. Each time safety is sacrificed (e.g., by cutting back on preventive
maintenance or by taking unsafe “shortcuts” in operational tasks), it puts another hole into that
slice of cheese. If synergistic reductions in safety occur at all three levels of the system (that is,
when the “holes” in the Swiss cheese line up), then the system no longer has any inherent
protections, and it becomes an accident waiting to happen. All it takes is one mistake (unsafe
act).

Here's an example of how chipping away at system defenses can result in a casualty. Let's say
as a cost-cutting measure, a company decides to decrease the inventory of spare parts on its
ships (hole in the Organizational Factors slice). One day the ship develops engine problems
from clogged fuel injectors and doesn’t have sufficient spare parts (this would be analogous to
an equipment “precondition”). The captain, knowing that the company would penalize him if he
spent money to be towed into port (hole in Supervision, since the captain reports to the
company), decides to take a risk and transit on only one engine (Unsafe Act). That engine
fails, and the vessel drifts and grounds.

34 Improving Safety through Incident Investigation and Analysis

Maritime and offshore operations are inherently risky. Company managers have to weigh often-
competing interests in safety, productivity, profitability, and customer expectations in order to be
viable. Sometimes, well-meaning decisions back-fire and cause unanticipated safety problems.
One way management can keep its finger on the safety pulse of the company is through
incident investigation and analysis. As Fig. 8 shows, by thoroughly investigating incidents and
the human errors that cause them, one can identify the holes in the system defenses and
develop workable solutions.

An incident investigation program consists of five components (Fig. 8). First, the company must
support the investigation of incidents. This requires objective investigators with at least a
minimal amount of training in investigation techniques and a firm understanding of the purpose
of the investigation and the types of data which must be collected to support the company’s
objectives. Second, the company must develop and maintain an incident database. As
mentioned earlier, such a database should be computerized for easier analysis. The database
must be composed of a set of taxonomies (classification schemes) which will capture the
incident elements of interest to the company. The database should also incorporate narrative
fields so that investigators can explain events and causes in more detail. Third, the company
must then support regular analysis of the incidents in the database. As will be discussed in
more detail later, analysis allows the company to find patterns common to a group of incidents,
and allows the determination of how frequently different types of incidents occur and, in the
case of near-misses, the potential severity of the accident that was avoided. Such data are very
helpful in targeting the types of safety problems that the company will want to spend time and
money to solve.
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Figure 8. How An Effective Human Factors Incident Investigation Program

Can Improve Safety
(Modified from Wiegmann and Shappell, 1999)

The fourth component of a successful incident investigation program is data-driven research.
Incident investigation will frequently just “skim the surface” of a safety problem. The value of
incident investigation and analysis is that it identifies areas of concern. In most cases, incident
investigation and analysis will not be sufficient to “solve” the problem. Solving the problem will
require getting more information on the policies, standard operating procedures, common work
practices, equipment and job design, and employee attributes (like training, preparedness,
physical and mental condition) linked to the activities or situations in which the incidents have
occurred. The “research” might take the form of a risk assessment, or it may require the
collection of additional, detailed information in subsequent investigations of related incidents, or
perhaps a comparison of current company policies and practices with those employed by other
companies (“benchmarking”). Through research, the company gains a more complete
understanding of all the various contributing factors which drive the incidents of interest. The
research might then extend to a comparison of the effectiveness of different prevention
methods.
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Finally, the result of the research step is an addition to or a revision of the company’s safety
program. Using the concept of “barrier analysis” (Hollnagel, 2000), the company wants to
understand how safety failures arise and implement “barriers” (such as equipment “shields” to
protect workers from exposure to potential harm, or procedures which prevent activities known
to be hazardous) to prevent incidents. Successful prevention can eliminate certain hazards.
Other incident causes may not be easily prevented, but there may be ways to mitigate (reduce)
their consequences. When a safety program acts on the incident data which contains
underlying causes, it will be effective.

35 Error Recovery

Error recovery is an important supplementary safety goal, and will be mentioned briefly here.
Many offshore companies have a “zero accidents” policy which, while the ultimate safety goal,
may be difficult to fully attain (Kontogiannis, 1999). In some industries, systems are being
developed which focus on preventing the consequences of human error by providing
opportunities for error recovery (Helmreich, et al., 2000; Sasou & Reason, 1999).

A framework developed by Kontogiannis (1999) categorizes error recovery according to the
process used, the outcome, and the stage of performance. The process is usually either
detection, explanation, or correction. For example, if you are using a word processor and
misspell a word, one option for the spell check function is to merely detect the misspelled word
and allow the user to decide what, if anything, to do about it. A different option has the spell
checker both detect and explain or suggest options for correcting the word. Some word
processors are even capable of correction, by automatically detecting and correcting
misspellings as you type. Similar detection, explanation, and correction features can be built
into offshore and maritime systems, either through automation or through procedures.

Outcomes of the recovery process refer to the state of the system after recovery. For example,
an error-detecting system might block the error from happening and return the system to its
original state prior to the error (this is called backward recovery). The stage of performance
relates to the stage in which the error detection was made. For example, the outcome stage
would be where an error is detected based on a mismatch between the expected outcomes of a
process and the outcomes actually observed. For instance, if there is a low pressure reading
and the operator erroneously turns the valve in the wrong direction, the outcome will be an even
lower pressure. An error detector in the outcome stage would note the discrepancy between
the present pressure reading and the higher pressure that was intended, and signal the error.

A simplified version of this framework is being used in a U.K. oil industry research project
developing a human factors investigation tool (HFIT — see App. C; Gordon, Flin & Mearns,
2001). Investigators are asked three questions regarding the possible recovery process of the
error: was the error detected (realized or suspected), was it understood why the error occurred,
and was it corrected (e.g., by modifying an existing plan or developing a new plan)? How the
error was detected (e.g., via system feedback, external communications, etc.) is also discussed.
By including these types of questions into an incident investigation, it may illuminate changes to
equipment or procedures which may act to prevent such errors in the future.
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4.0 ANEXAMPLE OF A HUMAN FACTORS TAXONOMY: HFACS’

An effective incident database has at its heart a set of classification schemes or taxonomies:
schemes to classify the type of incident, the type of people involved in the incident, the type of
platform or vessel involved, the geographical area and weather conditions, the type of
equipment that failed, the activities occurring at the time of the incident, and of course, the
human factors causes. A maritime example with all these components and more is the
International Maritime Incident Safety System (IMISS; Rothblum, Chaderjian, & Mercier, 2000;
see App. B). It is important to understand all of the different types of factors (equipment,
human, weather, etc.) involved in an incident. Since the offshore and maritime industries
already have adequate ways of identifying equipment and other non-human contributions to
incidents, this section will focus only on the identification and classification of human factors
causes.

There are many, many human factors taxonomies that are in use by NASA, the Nuclear
Regulatory Commission, the Transportation Safety Board of Canada, the U.K. Marine Accident
Investigation Branch, and others. Some of these are listed in Appendix C; they are all useful
taxonomies. These taxonomies vary with respect to how they chose to group human factors
elements, the level of detail they provide, and the level of expertise required on the part of the
investigator.

In order to provide an example of a human factors taxonomy and to show how it would be used
during an investigation, we selected the Human Factors Analysis and Classification System
(HFACS; Shappell & Wiegmann, 1997a, 2000; Wiegmann & Shappell, 1999) because it is
relatively easy to learn and use, and because its effectiveness has been demonstrated through
its use by the U.S. Navy and U.S. Marine Corps for aviation accident investigation and analysis.
This classification scheme, as well as several of the others mentioned, is based on the well-
established human error frameworks of the SHEL model (Software-Hardware-Environment-
Liveware; Edwards (1972) and Hawkins (1984, 1987) as cited in TSB, 1998), Rasmussen’s
taxonomy of errors (1987, as cited in TSB, 1998), and Reason’s (1990) “Swiss cheese” model
of accident causation.

HFACS seeks to understand all the human-related contributing causes to an incident by
considering the “holes” in the four layers of system defenses: unsafe acts, preconditions for
unsafe acts (unsafe conditions), unsafe supervision, and organizational factors (see Fig. 9).
The discussion below summarizes some of the types of latent conditions and active failures
associated with these layers of system defenses. For more information, please see Shappell &
Wiegmann (1997a, 2000) or Wiegmann & Shappell (1999).

" The majority of this section has been taken from Shappell & Wiegmann (2000). For additional
information about HFACS, or to take a seminar on HFACS, please contact either Dr. Scott Shappell at
scott_shappell@mmacmail.jccbi.gov and (405) 954-4082, or Dr. Doug Wiegmann at
dwiegman@uiuc.edu and (217) 244-8637.
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Figure 9. The Human Factors Classification and Analysis System (HFACS)
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4.1 HFACS: Unsafe Acts

In an incident investigation, the investigator starts with the immediate actions and events
surrounding the incident and then works backwards to uncover contributing causes. In terms of
human errors, those immediately linked to the incident are typically “unsafe acts”. There are
two types of unsafe acts: errors and violations.

Errors represent the mental and physical activities of individuals that fail to achieve their
intended outcome; that is, the result of the person’s action was not as expected. For example, if
the captain orders “right 20 degrees” when he meant to order “left 20 degrees”, that would be an
error. A violation, on the other hand, is when the person’s action reflects a willful disregard for
standard operating procedures or regulations (even though they probably did not intend to
cause an incident). For example, an engineer doing maintenance might decide to “cut corners”
and not perform a maintenance procedure the way it should be done. His performance is an
intentional violation of the correct procedure. Errors and violations can be further subdivided,
as shown in Figure 10. Errors can be decision errors, skill-based errors, or perceptual errors.
Violations can be routine or exceptional.

4.1.1 Decision Errors

The decision error represents an activity or behavior that proceeds as intended, yet the plan
proves inadequate or inappropriate for the situation. Often referred to as “honest mistakes,”
these unsafe acts represent the actions or inactions of individuals whose “hearts are in the right
place,” but they either did not have the appropriate knowledge or just simply made a poor
choice. These types of knowledge-based and rule-based errors have been referred to in
Reason’s taxonomy as “mistakes” (TSB, 1998).

Decision errors can result from multiple causes. For example, a wrong decision can be made if
the person does not fully understand the situation at hand, misdiagnoses the problem, and
proceeds to apply the wrong “solution” (because he’s solving the wrong problem).
Troubleshooting an electrical fault could lead to this type of procedural decision error. Decision
errors can also occur if the person does not have sufficient experience to guide his decision, or
if there is not enough time to fully work through the problem properly before a choice must be
made (called a choice decision error). Problem-solving errors can occur when the problem is a
novel one, requiring the person to reason through it.
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Figure 10.  Classification of Unsafe Acts
(modified from Shappell & Wiegmann, 2000, and TSB, 1998)

4.1.2 Skill-based Errors

Skill-based errors can occur in the execution of skills or procedures that have become so well-
learned that they are performed almost automatically. Routine maintenance tasks, taking
navigational bearings, monitoring equipment displays, and other repetitive operations would be
considered skill-based tasks. These types of tasks are sometimes performed improperly due to
a failure of attention or memory. Consider the hapless soul who locks himself out of the car or
misses his exit because he was either distracted, in a hurry, or daydreaming. These are both
examples of attention failures that commonly occur during highly automatized behavior. Types
of attention failures include omitting a step in a procedure, reversing the order of two steps, or
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doing the right thing at the wrong time. Attentional deficits can also result in failing to detect a
problem while monitoring equipment.

In contrast to attention failures, memory failures often appear as omitted items in a checklist,
place losing, or forgotten intentions. Failures in memory can result in forgetting to do a planned
activity or losing one’s place in a series of tasks. For example, most of us have experienced
going to the refrigerator only to forget what we went for. Likewise, it is not difficult to imagine
that when under stress during an operational emergency, critical steps in the emergency
procedures can be missed. Even when not particularly stressed, individuals can forget to
complete certain steps within a procedure.

If one of these types of errors is found during an incident investigation, it is a signal to look
deeper. Merely telling an operator to “pay better attention next time” will not solve the problem.
These types of errors are symptoms of underlying system failures. Take, for example, the fatal
accident aboard the RIX HARRIER (MAIB, 1997). On a July afternoon, the vessel was being
moored to a jetty on the River Humber. A mooring rope had been led around a fairlead, which
was situated on top of the aft bulwark rail. As the rope tightened, it sprang over the top of the
fairlead, striking the officer on his right arm and throwing him against the accommodation
bulkhead. Neither the officer nor the crew member helping him noticed that the mooring rope
had been passed inadvertently around the fairlead. This was an error resulting from lack of
attention. The investigation determined that the design of the aft mooring arrangement
increased the likelihood that such an error would be made. The investigation also determined
that, due to the ship’s work schedules, it was likely that the officer and crew member had
endured days of fragmented sleep and were suffering from chronic fatigue, a state that
increases the probability of attentional deficits. So in this case, both a ship design flaw and a
problem with the ship’s work schedules appeared to contribute to the attentional errors that
caused the death of the officer.

4.1.3 Perceptual Errors

Not unexpectedly, when one’s perception of the world differs from reality, errors can, and often
do, occur. Typically, perceptual errors occur when sensory input is degraded, such as
navigating at night. Visual illusions, for example, occur when the brain tries to “fill in the gaps”
and make sense out of sparse information. In the earlier example of the CGC CUYAHOGA, the
captain made a perceptual error in his interpretation of the configuration of the running lights on
the SANTA CRUZ Il. Had he seen the vessel in daylight, there would have been many visual
cues available to determine the type and heading of the vessel; but at night, with little visual
information available, it is all too easy to misinterpret.

Another common type of perceptual error occurs when trying to communicate in a noisy
environment. Static over the radio or noise from engines and generators can muffle or degrade
spoken words and commands. Again, the brain will attempt to “fill in” what wasn’t heard — often
based on the listener's expectations, be they correct or incorrect. As an example, a ship was
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transiting restricted waters when the Third Engineer noticed that the lube oil pressure was low.
He shouted (across a noisy engine room) to a cadet to adjust the pressure. The cadet
misunderstood (perception error) and closed the valve, causing the engine to go to dead slow
and creating a dangerous situation by greatly reducing the ship’s maneuverability in the high-
traffic waterway (McCallum, Raby, Rothblum, Forsythe, Slavich, & Smith, 2000, unpublished).

4.1.4 Routine Violations

As discussed above, errors occur when someone is trying to follow the rules and do the right
thing, but gets an unexpected result. By contrast, a violation is when someone intentionally
ignores or “bends” a rule. Routine violations tend to be habitual by nature and are often
tolerated by supervision (in the case of not following a standard operating procedure) or by the
governing authority (in the case of not following a regulation) (Reason, 1990). Consider, for
example, the individual who routinely drives 5-10 mph faster than the posted speed limit (a
routine violation). Since the police will rarely pull someone over for such a minor infraction, they
are tolerating the violation and implicitly reinforcing the unsafe behavior. If the police were to
crack down on minor speeding, people would be less likely to violate the speed limit. Therefore,
if a routine violation is identified during an incident investigation, the investigator must look
further up the supervisory chain to identify those individuals in authority who are not enforcing
the rules.

4.1.5 Exceptional Violations

Unlike routine violations, exceptional violations appear as isolated departures from authority,
not necessarily indicative of the individual's typical behavior pattern nor condoned by
management (Reason, 1990). For example, an isolated instance of driving 105 mph in a 55
mph zone is considered an exceptional violation. Note that the violation is not considered
“exceptional” because of its extreme nature. Rather, it is considered exceptional because it is
neither typical of the individual nor condoned by authority. The fact that such behavior is not
typical of the individual makes it difficult to predict and deal with exceptional violations.

4.2 HFACS: Preconditions for Unsafe Acts

Although unsafe acts can be linked to the vast majority of incidents, simply focusing on unsafe
acts is like focusing on a fever without understanding the underlying disease causing it. Thus,
investigators must dig deeper into why the unsafe acts took place. As a first step, it is useful to
consider any preconditions for unsafe acts. There are two major subdivisions of unsafe
conditions (preconditions): substandard conditions of the operators and the substandard
practices they commit (Fig. 11). Substandard conditions are broken down into Adverse Mental
States, Adverse Physiological States, and Physical/Mental Limitations. Types of Substandard
Practices include Crew Resource Mismanagement and Personal Readiness. Each of these
subcategories is discussed below.
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Figure 11.  Classification of Preconditions for Unsafe Acts
(modified from Shappell & Wiegmann, 2000, and TSB, 1998)

4.2.1 Adverse Mental States (Substandard Conditions of Operators)

Being prepared mentally is critical in nearly every endeavor. As such, the category of Adverse
Mental States was created to account for those mental conditions that affect performance. Key
examples in the maritime and off-shore industries are loss of situational awareness,
overconfidence, and complacency. Predictably, if an individual loses situational awareness, the
likelihood increases that an error will occur. In a similar fashion, pernicious attitudes such as
overconfidence and complacency increase the likelihood that a violation will be committed.
Clearly then, any framework of human error must account for pre-existing adverse mental states
in the causal chain of events.
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4.2.2 Adverse Physiological States (Substandard Conditions of Operators)

This category refers to those medical or physiological conditions that preclude safe operations.
For example, illness can have a negative impact on our performance. Nearly all of us have
gone to work ill, dosed with over-the-counter medications, and have generally performed
sufficiently well. However, the side-effects of antihistamines, and the fatigue and sleep loss that
often accompany an illness can be detrimental to decision-making. For example, over-the-
counter antihistamines decrease vigilance, performance on divided attention tasks, and short-
term memory, resulting in a 14% loss of productivity and an increase in errors (Kay, 2000).
Sleep loss, even in healthy individuals, increases the risk of accidents. Every April when the
U.S. “springs ahead” to daylight savings time, there is a significant increase in automobile
accidents: and this is from a mere one hour decrease in sleep time (Coren, 1998; Monk, 1980).
Therefore, it is incumbent upon any safety professional to account for these sometimes subtle
medical and physiological conditions within the causal chain of events.

4.2.3 Physical/Mental Limitations (Substandard Conditions of Operators)

The final substandard condition involves individual physical and mental limitations. Specifically,
this category refers to those instances when task or situational requirements exceed the
capabilities of the operator. For example, the human visual system is severely limited at night.
Yet, most people do not take this into account when driving a car at night, and do not slow down
or take other precautions. Similarly, there are occasions when the time required to complete a
task exceeds an individual's capacity. Individuals vary widely in their abilities to process and
respond to information. It is well documented that if individuals are required to respond quickly
(i.e., less time is available to consider all the options thoroughly), the probability of making an
error goes up markedly. Consequently, it should be no surprise that when faced with the need
for rapid processing and reaction times, as is the case in emergencies, all forms of errors would
be exacerbated.

In addition to the basic sensory and information processing limitations described above, there
are at least two additional instances of physical and mental limitations that need to be
addressed, albeit they are often overlooked by most safety professionals. These limitations
involve individuals who simply are not compatible with a given job, because they are either
unsuited physically or they do not possess the aptitude to do it. For example, some individuals
simply do not have the physical strength required to operate manual valves or haul heavy
equipment. Likewise, not everyone has the mental ability or aptitude for every job. The difficult
task for the safety professional is identifying whether physical or mental aptitude might have
contributed to the incident causal sequence.

Clearly then, numerous substandard conditions of operators can, and do, lead to the
commission of unsafe acts. Nevertheless, there are a number of things that we do to ourselves
that set up these substandard conditions. Generally speaking, the substandard practices of
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operators can be summed up in two categories: crew resource mismanagement and personal
readiness.

4.2.4 Crew Resource Mismanagement (Substandard Practices of Operators)

Operations in the off-shore and maritime industries depend on good communications and
teamwork. Communication and coordination is essential, not just between workers on a given
task, but between teams working on complementary or coordinated tasks. On a ship,
communications may be important between members of the same department (e.g., two
engineers repairing a piece of equipment, or passing information during a watch relief), between
departments (the deck officer may need to notify engineering of an upcoming maneuver),
between ships (for meeting and passing arrangements), and between the ship and other groups
or authorities such as Vessel Traffic Service, bridge tenders, dock workers, and the vessel
agent. The need for communication and coordination is often overlooked, leading to incidents.
One study of maritime casualties found that a lack of communication contributed to 18% of
vessel casualties and 28% of personnel injuries (McCallum, Raby, Rothblum, Forsythe, Slavich,
& Smith, 2000).

Here's an example of how such crew resource mismanagement can result in a serious incident.
A barge was moored to a quarry loading facility by a pull cable that was controlled from the
facility. The deckhand on the barge noticed that the pull cable was caught under a deck fitting,
and walked over to free it. Before he reached it, a dock worker started the winch to take the
slack out of the mooring line. As the cable tightened, it snapped off the fitting and struck the
deckhand with such force that he required surgery. In this case, both the deckhand and the
dock worker should have — but didn't — alert the other to their plans: an obvious failure of crew
coordination. A serious injury was the unhappy consequence of this lack of crew resource
management (Rothblum, 2000).

4.2.5 Personal Readiness (Substandard Practices of Operators)

In every occupation, people are expected to show up for work ready to perform at optimal levels.
Nevertheless, personal readiness failures occur when individuals fail to prepare physically,
mentally, or physiologically for duty. For instance, violations of work-rest rules, use of
intoxicants and certain medications, and participating in exhausting domestic or recreational
activities prior to reporting for duty can impair performance on the job and can be preconditions
for unsafe acts. While some of these maladaptive behaviors may be addressed by rules and
regulations, most are left up to the judgement of the individual. It is necessary for the individual
to understand that some “off-time” activities can be detrimental to subsequent job performance.
The incident investigator needs to probe for personal readiness and activities that may have
degraded it.
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4.3 HFACS: Unsafe Supervision

In addition to investigating those causal factors associated directly with the operator, it is
necessary to trace the possible causal chain of events up the supervisory chain of command
(Reason, 1990). It has been estimated that 80% of offshore platform accidents have their
predominant roots in supervisory and organizational factors (Bea, Holdsworth, & Smith, 1997).
There are four categories of unsafe supervision: inadequate supervision, planned inappropriate
operations, failure to correct a known problem, and supervisory violations (Fig. 12). Each is
described briefly below.

4.3.1 Inadequate Supervision

The role of any supervisor is to provide the opportunity to succeed. To do this, the supervisor,
no matter at what level of operations, must provide guidance, training opportunities, leadership,
and motivation, as well as the proper role model to be emulated. Unfortunately, this is not
always the case. For example, it is not difficult to conceive of a situation where adequate crew
resource management training was either not provided, or the opportunity to attend such
training was not afforded to a particular crew member. Conceivably, coordinated teamwork
would be compromised, and if an emergency situation arose, the risk of an error being
committed would be exacerbated and the potential for an incident would increase markedly.

In a similar vein, sound professional guidance and oversight is an essential ingredient of any
successful organization. While empowering individuals to make decisions and function
independently is certainly essential, this does not divorce the supervisor from accountability.
The lack of guidance and oversight has proven to be the breeding ground for many of the
violations that have crept into the cockpit. As such, any thorough investigation of incident
causal factors must consider the role supervision plays (i.e., whether the supervision was
inappropriate or did not occur at all) in the genesis of human error.

4.3.2 Planned Inappropriate Operations

Occasionally, the operational tempo and/or the scheduling of personnel is such that individuals
are put at unacceptable risk, crew rest is jeopardized, and ultimately performance is adversely
affected. Such operations, though arguably unavoidable during emergencies, are unacceptable
during normal operations. Therefore, the second category of unsafe supervision, planned
inappropriate operations, was created to account for these failures.
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Examples:
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Examples:

Supervisory «authorized unnecessary hazard
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 authorized unqualified person for
task

Figure 12.  Categories of Unsafe Supervision.
(modified from Shappell & Wiegmann, 2000)

Take, for example, the issue of improper team complements. In aviation it is well known that
when very senior, dictatorial captains are paired with very junior, weak co-pilots, communication
and coordination problems are likely to occur. This type of personality mismatch is apt to
happen in any team environment, and can (and do) contribute to tragic accidents (such as the
crash of a commercial airliner into the Potomac River shortly after takeoff in 1982). When team
member selection is not taken into account, gross perceived differences in authority and
experience can cause more junior team members to be ignored, effectively eliminating an
important input to the team as a whole.
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4.3.3 Failure to Correct a Known Problem

The third category of known unsafe supervision, Failed to Correct a Known Problem, refers to
those instances when deficiencies among individuals, equipment, training or other related
safety areas are “known” to the supervisor, yet are allowed to continue unabated. For example,
a given worker might have a reputation for risky behavior or cutting safety margins too closely.
If the supervisor knows this and allows the behavior to continue, an incident may be the
unsurprising consequence. The failure to correct the behavior, either through remedial training
or, if necessary, removal from the job, can put the entire operation at risk. Likewise, the failure
to consistently correct or discipline inappropriate behavior fosters an unsafe atmosphere and
promotes the violation of rules.

4.3.4 Supervisory Violations

Supervisory violations, on the other hand, are reserved for those instances when existing rules
and regulations are willfully disregarded by supervisors. Although relatively rare, supervisors
have been known occasionally to violate the rules and doctrine when managing their assets.
For instance, sometimes individuals are assigned to do a task for which they are unqualified,
either through the lack of sufficient training, or even lacking the appropriate license. The failure
to enforce existing rules and regulations or flaunting authority are also violations at the
supervisory level. While rare and possibly difficult to identify, such practices are a flagrant
violation of the rules and invariably set the stage for the tragic sequence of events that
predictably follow.

4.4 HFACS: Organizational Influences

As noted previously, fallible decisions of upper-level management directly affect supervisory
practices, as well as the conditions and actions of operators. Unfortunately, these
organizational errors often go unnoticed by safety professionals, due in large part to the lack of
a clear framework from which to investigate them. Generally speaking, the most elusive of
latent failures revolve around issues related to resource management, organizational climate,
and operational processes, as detailed in Figure 13.
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Figure 13.  Organizational Factors Which Contribute to Incidents
(modified from Shappell & Wiegmann, 2000)

44,1 Resource Management

This category encompasses the realm of corporate-level decision making regarding the
allocation and maintenance of organizational assets such as human resources (personnel),
monetary assets, and equipment and facilities. Generally, corporate decisions about how such
resources should be managed center around two distinct objectives — the goal of safety and the
goal of on-time, cost-effective operation. In times of prosperity, both objectives can be easily
balanced and satisfied in full. However, there may also be times of fiscal austerity that demand
some give and take between the two. Unfortunately, accident reports show us time and again
that safety is often the loser in such battles and, as some can attest to very well, safety and
training are often the first to be cut in organizations having financial difficulties. If cutbacks in
such areas are too severe, worker proficiency may suffer, leading to errors and incidents.
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Excessive cost-cutting could also result in reduced funding for new equipment or may lead to
the purchase of equipment that is sub-optimal and inadequately designed for the task. Other
trickle-down effects include poorly maintained equipment and workspaces, and the failure to
correct known design flaws in existing equipment. The result is a scenario involving
unseasoned, less-skilled workers using poorly maintained equipment under less than desirable
conditions and schedules. The ramifications for safety are not hard to imagine.

4.4.2 QOrganizational Climate

Climate refers to a broad class of organizational variables that influence worker performance.
In general, organizational climate can be viewed as the working atmosphere within the
organization. One telltale sign of an organization’s climate is its structure, as reflected in the
chain-of-command, delegation of authority and responsibility, communication channels, and
formal accountability for actions. Just like in the operational arena, communication and
coordination are vital within an organization. If management and staff within an organization are
not communicating, or if no one knows who is in charge, organizational safety clearly suffers
and incidents do happen (Muchinsky, 1997).

An organization’s policies and culture are also good indicators of its climate. Policies are
official guidelines that direct management’s decisions about such things as hiring and firing,
promotion, retention, raises, sick leave, drugs and alcohol, overtime, incident investigations,
and the use of safety equipment. Culture, on the other hand, refers to the unofficial or
unspoken rules, values, attitudes, beliefs, and customs of an organization. Culture is “the way
things really get done around here.”

When policies are ill-defined, adversarial, or conflicting, or when they are supplanted by
unofficial rules and values, confusion abounds within the organization. Indeed, there are some
corporate managers who are quick to give “lip service” to official safety policies while in a public
forum, but then overlook such policies when operating behind the scenes. Safety is bound to
suffer under such conditions.

4.4.3 Organizational Process

This category refers to corporate decisions and rules that govern the everyday activities within
an organization, including the establishment and use of standardized operating procedures and
formal methods for maintaining checks and balances (oversight) between the workforce and
management. For example, such factors as operational tempo, time pressures, incentive
systems, and work schedules are all factors that can adversely affect safety (Fig. 13). There
may be instances when those within the upper echelon of an organization determine that it is
necessary to increase the operational tempo to a point that overextends a supervisor’'s staffing
capabilities. Therefore, a supervisor may resort to the use of inadequate scheduling
procedures that jeopardize crew rest and produce sub-optimal crew complements, putting the
operation and its workers at an increased risk of a mishap. Organizations should have official
procedures in place to address such contingencies as well as oversight programs to monitor
such risks.
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Regrettably, not all organizations have these procedures nor do they engage in an active
process of monitoring operator errors and human factors problems via anonymous reporting
systems and safety audits. As such, supervisors and managers are often unaware of the
problems before an incident occurs. It is incumbent upon any organization to fervently seek out
the “holes in the cheese” and plug them up, before they create a window of opportunity for
catastrophe to strike.

4.5 The Benefits of Using HFACS

The Human Factors Analysis and Classification System (HFACS) framework bridges the gap
between theory and practice by providing investigators with a comprehensive, user-friendly tool
for identifying and classifying the human causes of incidents. The system, which is based upon
Reason’'s (1990) model of latent and active failures (Shappell & Wiegmann, 1997a),
encompasses all aspects of human error, including the conditions of operators and
organizational failure. Still, HFACS and any other framework only contribute to an already
burgeoning list of human error taxonomies (see, for example, Appendix C) if it does not prove
useful in the operational setting. In this regard, HACS has recently been employed by the U.S.
Navy, Marine Corps, Army, Air Force, and Coast Guard for use in aviation accident investigation
and analysis. To date, HFACS has been applied to the analysis of human factors data from
approximately 1,000 military aviation accidents. Throughout this process, the reliability and
content validity of HFACS has been repeatedly tested and demonstrated (Shappell &
Wiegmann, 1997b). HFACS has also been implemented by other types of organizations; an
example of its use by the Marine Facilities Division of the California State Lands Commission in
the investigation of incidents at marine terminals is provided in Section 8 and Appendix E.

Given that accident/incident databases can be reliably analyzed using HFACS, the next logical
qguestion is whether anything unique will be identified. Early indications within the military
suggest that the HFACS framework has been instrumental in the identification and analysis of
global human factors safety issues, such as trends in operator proficiency, causes of specific
accident types, and problems such as failures of crew resource management (Shappell &
Wiegmann, 2000). Consequently, the systematic application of HFACS to the analysis of
human factors accident data has afforded the U.S. Navy and Marine Corps (for which the
original classification system was developed) the ability to develop objective, data-driven
intervention strategies.

Additionally, the HFACS framework and the insights gleaned from database analyses have
been used to develop innovative incident investigation methods that have enhanced both the
guantity and quality of the human factors information gathered during incident investigations.
However, not only are safety professionals better suited to examine human error in the field, but
using HFACS, they can now track those areas (the “holes in the cheese”) responsible for the
incidents as well. Only now is it possible to track the success or failure of specific intervention
programs designed to reduce specific types of human error and subsequent incidents. In so
doing, research investments and safety programs can be either readjusted or reinforced to meet
the changing needs of safety.
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5.0 PUTTING IT ALL TOGETHER: INVESTIGATING AN INCIDENT FOR HUMAN FACTORS
CAUSES

5.1 Introduction

As stated earlier, in an incident investigation, the investigator starts with the immediate actions
and events surrounding the incident and then works backwards to uncover contributing causes.
Who, where, when, what, and how are all useful questions to get information relevant to the
incident; but asking why is what will help the investigator “drill down” into the contributing, latent
conditions that need to be identified and resolved in order to avoid similar incidents in the
future. Remember from our introductory discussion that it's not just the people you want to
concentrate on, but also the ways in which technology, environment, and organizational factors
influenced human performance.

5.2 Incident Investigation: Going Beyond the Obvious

If we are to learn from an incident, it is very important to go beyond the “obvious” cause and
ferret out the underlying, contributing causes. Here’s an example. During the early hours of a
November morning, the DOLE AMERICA, a Liberian-registered refrigerated cargo vessel,
collided with the Nab Tower, a conspicuously-lit, man-made construction in the eastern
approaches to The Solent off the Isle of Wight (MAIB, 1999). The ship had left her berth in
Portsmouth and was proceeding seaward with the Norwegian captain, a Filipino officer, and a
helmsman on the bridge. The captain was in charge, and he set a course to pass to the east of
the tower. Suddenly, he saw on the starboard bow what he thought was the red portside light of
a vessel at close range, crossing from starboard to port and presenting an imminent risk of
collision. The captain ordered starboard helm before going to the front of the bridge to confirm
what he thought he had seen. He then called the officer to join him, and the officer confirmed
the presence of a red light and reported a second red light to starboard of the first. The captain
then ordered hard to starboard helm. When no further lights were seen ahead, the captain
ordered hard to port helm, still with the intention of passing to the east of the Nab Tower. The
ship struck the tower shortly afterwards.

The immediate cause of the collision was the master’s inappropriate and unquestioned helm
order to port (unsafe act — decision error). However, the following contributing factors were
important to this casualty:

« From his position at the front of the bridge, the captain was unaware of the ship’s
heading and her exact position in relation to the tower (precondition for unsafe act —
substandard practice — crew resource mismanagement).

¢ No discussions took place between the captain and the officer concerning the ship’s
progress (precondition for unsafe act — substandard practice — crew resource
mismanagement).
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« The captain and the officer failed to work as an effective team, probably due, in part,
to their differing nationality and social backgrounds, and to an autocratic
management style (precondition for unsafe act — substandard practice — crew
resource mismanagement and organizational factor — organizational climate).

* With no dedicated lookout to refer to, the captain called the officer to join him at the
front of the bridge, thereby removing his only source of navigational information
(unsafe act — decision error).

e The ship’s manager provided no specific instructions to its officers regarding
voluntarily offering relevant information to the captain (organizational factor —
organizational climate).

While the immediate cause was the captain’s poor decision making due to inadequate
information, future avoidance of this type of incident depends on correcting the underlying
unsafe conditions and organizational factors. Changing the autocratic management style that
was in place in this company to one of crew resource management, and training the bridge
team to operate more effectively by empowering the officer to actively contribute to navigational
decisions (particularly relevant to a multi-national crew) are keys to preventing such a casualty.
Had the investigation stopped with the “obvious” cause, the true precursors to this incident
would have remained hidden, and remedial actions based only on the immediate cause would
have been ineffective.

5.3 A Tool for Investigation: Events and Causal Factors Charting

Before one can begin identifying the human error causes of an incident, one needs a way to
represent how an incident happened. There are a number of tools that can be used to get
varying levels of detail surrounding the events of an incident and what might have contributed to
it. Some of these include timeline analysis, link analysis, barrier analysis, work safety analysis,
human error HAZOP, and human error analysis. Most of these can be used either during a
safety audit (to understand the work conditions and identify risks before an incident occurs) or
during an incident investigation. A good introduction to these methods may be found in Kirwan
(2997).

Another method that is more directly related to understanding the progression and causes of an
incident is Events and Causal Factors Charting (Hill & Byers, 1992a). This method was
originally developed by the National Transportation Safety Board for the analysis of accident
investigations. It highlights the major events in the progression of an incident and also
associates contributing causes to each event. “Contributing causes” include not only active and
latent human errors, but also equipment problems, weather, and anything else which may have
influenced the events surrounding the incident. Events and causal factor charting can be
helpful in o